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5. Functions of a Random Variable

Let X be a r.v defined on the model               and suppose 
g(x) is a function of the variable x.  Define

Is Y necessarily a r.v? If so what is its PDF           pdf

Clearly if Y is a r.v, then for every Borel set B, the set of   for 
which               must belong to F. Given that X is a r.v, this is 
assured if              is also a Borel set, i.e., if g(x) is a Borel
function. In that case if X is a r.v, so is Y, and for every Borel
set B

),,,( PFΩ

).(XgY = (5-1)

),( yFY ?)( yfY

(5-2)
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In particular

Thus the distribution function as well of the density 
function of Y can be determined in terms of that of X. To 
obtain the distribution function of Y, we must determine the 
Borel set on the x-axis such that                       for every 
given y, and the probability of that set. At this point, we 
shall consider some of the following functions to illustrate 
the technical details.

( ) ( ). ],()())(())(()( 1 ygXPyXgPyYPyFY −∞≤=≤=≤= −ξξξ (5-3)

)(XgY =

baX +
2X

|| X

X
)(|| xUXXe

Xlog

X
1

X sin
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Special case:
Theorem:  Suppose that g(X) is a function of a 

random variable X, & the probability mass function of 
X is px(x). Then the expected value of g(X) is 

∑=
x

x xpxgXgE )()()]([



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x)
-2 0.1
-1 0.2
1 0.3
2 0.4



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y p(y)
-2 0.1
-1 0.2
1 0.3
2 0.4



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y p(y)
-2 0.1 1 0.5
-1 0.2
1 0.3
2 0.4



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y p(y)
-2 0.1 1 0.5
-1 0.2 4 0.5
1 0.3
2 0.4



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y p(y) yp(y)
-2 0.1 1 0.5 0.5
-1 0.2 4 0.5 2.0
1 0.3
2 0.4



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y p(y) yp(y)
-2 0.1 1 0.5 0.5
-1 0.2 4 0.5 2.0
1 0.3 E(Y) = 2.5
2 0.4



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y
-2 0.1 4
-1 0.2 1
1 0.3 1
2 0.4 4



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y ypx(x)
-2 0.1 4 0.4
-1 0.2 1 0.2
1 0.3 1 0.3
2 0.4 4 1.6



Example:  Suppose Y = X2 & the distribution of X is as 
given below.  Determine the mean of g(X) by using
1. the definition of expected value, & 
2. the previous theorem.

x p(x) y ypx(x)
-2 0.1 4 0.4
-1 0.2 1 0.2
1 0.3 1 0.3
2 0.4 4 1.6

E(Y) = 2.5
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Method 1 

General case:
Now, we would like to find the distribution of Y=g(X)
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Example 5.1:                                                                   
Solution: Suppose      

and

On the other hand if              then

and hence

baXY += (5-4)
.0>a

( ) ( ) .  )()()()( 





 −

=





 −

≤=≤+=≤=
a

byF
a

byXPybaXPyYPyF XY ξξξ (5-5)

.  1)( 





 −

=
a

byf
a

yf XY
(5-6)

,0<a
( ) ( )

,  1          

)()()()(







 −

−=







 −

>=≤+=≤=

a
byF

a
byXPybaXPyYPyF

X

Y ξξξ

(5-7)

.  1)( 





 −

−=
a

byf
a

yf XY (5-8)
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From (5-6) and (5-8), we obtain (for all a) 

Example 5.2:

If              then the event                       and hence

For             from Fig. 5.1, the event                                      
is equivalent to

.
||

1)( 





 −

=
a

byf
a

yf XY (5-9)

.2XY =

( ) ( ). )()()( 2 yXPyYPyFY ≤=≤= ξξ

(5-10)

(5-11)

,0<y { } ,)( 2 φξ =≤ yX

.0   ,0)( <= yyFY
(5-12)

,0>y })({})({ 2 yXyY ≤=≤ ξξ

}.)({ 21 xXx ≤< ξ
2XY =

X

y

2x1x
Fig. 5.1 PILLAI
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Hence

By direct differentiation, we get

If          represents an even function, then (5-14) reduces to

In particular if     ∼ so that     

( )
   
.otherwise,0

,0, )()(
2

1
)(





 >−+

=
yyfyf

yyf XX
Y (5-14)

)(xf X

( ) ).(  1)( yUyf
y

yf XY = (5-15)

),1,0(   NX

,
2
1)( 2/2x

X exf −=
π

(5-16)

( )
.0    ),()(          

)()()()( 1221

>−−=

−=≤<=

yyFyF

xFxFxXxPyF

XX

XXY ξ

(5-13)
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and substituting this into (5-14) or (5-15), we obtain the 
p.d.f  of               to be 

On comparing this with (3-36), we notice that (5-17) 
represents a Chi-square r.v with n = 1, since                      
Thus, if X is a Gaussian r.v with           then              
represents a Chi-square r.v with one degree of freedom      
(n = 1).

2XY =

).(
2
1)( 2/ yUe

y
yf y

Y
−=

π

(5-17)

.)2/1( π=Γ
,0=µ 2XY =
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Method 2
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Note: As a general approach, given                    first sketch 
the graph                 and determine the range space of y.          
Suppose                 is the range space of                                
Then clearly for                         and for                        so 
that          can be nonzero only in               Next, determine 
whether there are discontinuities in the range space of y. If 
so evaluate                    at these discontinuities. In the 
continuous region of y, use the basic approach

and determine appropriate events in terms of the r.v X for 
every y. Finally, we must have           for                      and 
obtain 

,0)(  , =< yFay Y ,1)(  , => yFby Y

)( yFY .bya <<

( )iyYP =)(ξ

( )yXgPyFY ≤= ))(()( ξ

)( yFY ,y−∞ < < +∞

( )( )    in   .
       
Y

Y
dF yf y a y b
dy

= < <

),(XgY =
),(xgy =
bya << ).(xgy =

PILLAI



21),(XgY =for                where         is of continuous type.)( yfY )(⋅g

However, if               is a continuous function, it is easy to 
establish a direct procedure to obtain           A continuos 
function g(x) with          nonzero at all but a finite number 
of points, has only a finite number of maxima and minima, 
and it eventually becomes monotonic as              Consider a 
specific y on the y-axis, and a positive  increment       as 
shown in Fig. 5.4   

)(xg′

.|| ∞→x
y∆

)(XgY =
).( yfY

x

)(xg

1x 11 xx ∆+

y

22 xx ∆+
33 xx ∆+3x

yy ∆+

2x

Fig. 5.4
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Using (3-28) we can write

But the event                                can be expressed in terms 
of          as well. To see this, referring back to Fig. 5.4, we 
notice that the equation             has three solutions          
(for the specific y chosen there). As a result                        
when                              the r.v X could be in any one of the 
three mutually exclusive intervals

Hence the probability of the event in (5-26) is the sum of 
the probability of the above three events, i.e.,

{ } .)()()( yyfduufyyYyP
yy

y YY ∆⋅≈=∆+≤< ∫
∆+

ξ

{ }yyYy ∆+≤< )(ξ

)(ξX
)(xgy = 321 ,, xxx

{ },)( yyYy ∆+≤< ξ

. })({or      })({   },)({ 333222111 xxXxxXxxxxXx ∆+≤<≤<∆+∆+≤< ξξξ

{ }
. })({})({    

})({)(

333222

111

xxXxPxXxxP
xxXxPyyYyP

∆+≤<+≤<∆++
∆+≤<=∆+≤<

ξξ
ξξ

(5-26)

(5-27)
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For small             making use of the approximation in (5-26), 
we get 

In this case,                         and              so that (5-28) can be 
rewritten as 

and as              (5-29) can be expressed as

The summation index i in (5-30) depends on y, and for every 
y the equation               must be solved to obtain the total 
number of solutions at every y, and the actual solutions      
all in terms of y.

, , ixy ∆∆

.)())(()()( 332211 xxfxxfxxfyyf XXXY ∆+∆−+∆=∆ (5-28)

0   ,0 21 <∆>∆ xx ,03 >∆x

)(
/
1||)()( iX

i ii

i
iXY xf

xyy
xxfyf ∑∑ ∆∆

=
∆
∆

= (5-29)

,0→∆y

∑∑ ′
==

i
iX

i
iX

i x
Y xf

xg
xf

dxdy
yf

i

).(
)(

1)(
/
1)( (5-30)

)( ixgy =
,, 21 xx
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For example, if             then for all                        and          
represent the two solutions for each y.  Notice that the 
solutions     are all in terms of y so that the right side of (5-30) 
is only a function of y. Referring back to the example 
(Example 5.2) here for each           there are two solutions 
given by                and                (                for           ).                           
Moreover 

and using (5-30) we get

which agrees with (5-14).

,2XY = yxy −=> 1   ,0 yx +=2

ix
2XY =

,0>y
yx −=1 .2 yx += 0)( =yfY 0<y

y
dx
dyx

dx
dy

ixx

2 that   so   2 ==
=

( )




 >−+

=
, otherwise,0

,0, )()(
2

1
)(

yyfyf
yyf XX

Y (5-31)

2XY =

X

y

2x1x
Fig. 5.5
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Example 5.5:              Find 

Solution: Here for every y,             is the only solution, and 

and substituting this into (5-30), we obtain

In particular, suppose X is a Cauchy r.v as in (3-39) with 
parameter      so that

In that case from (5-33),               has the p.d.f

.1
X

Y = ).( yfY

yx /11 =

,
/1
1 that   so   1 2

22
1

y
ydx

dy
xdx

dy
xx

==−=
=

.11)( 2 







=

y
f

y
yf XY

(5-33)

(5-32)

α

.    ,/)( 22 +∞<<∞−
+

= x
x

xf X α
πα (5-34)

XY /1=

.    ,
)/1(

/)/1(
)/1(

/1)( 22222 +∞<<∞−
+

=
+

= y
yyy

yfY α
πα

α
πα (5-35)
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But (5-35) represents the p.d.f of a Cauchy r.v with   
parameter          Thus if     ∼ then        ∼

Example 5.6: Suppose                                        and             
Determine                                                                          
Solution: Since X has zero probability of falling outside the 
interval                        has zero probability of falling outside 
the interval           Clearly               outside this interval. For 
any                  from Fig.5.6(b), the equation               has an 
infinite number of solutions                         where                
is the principal solution. Moreover, using the symmetry we 
also get                   etc. Further,

so that

./1 α ),(    αCX )./1(    /1 αCX

,0   ,/2)( 2 ππ <<= xxxf X .sin XY =
).( yfY

xy sin   ),,0( =π
).1,0( 0)( =yfY

,10 << y xy sin=
,, , ,, 321  xxx

12 xx −= π
22 1sin1cos yxx

dx
dy

−=−==

.1 2y
dx
dy

ixx

−=
=

yx 1
1 sin−=

PILLAI
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Using this in (5-30), we obtain for 

But from Fig. 5.6(a), in this case                                     
(Except for             and           the rest are all zeros).

,10 << y

2

0

1( ) ( ).
1

Y X i
i
i

f y f x
y

+∞

=−∞
≠

=
−

∑ (5-36)

0)()()( 431 ====− xfxfxf XXX

)( 1xf X )( 2xf X

)(xf X

x

x

xy sin=

1−x 1x 2x 3x

y

(a)

(b)

Fig. 5.6

π

π

3x
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Thus (Fig. 5.7)

Example 5.7: Let                  where    ∼
Determine                                                                         
Solution: As x moves from                  y moves from      
From Fig.5.8(b), the function                 is one-to-one              
for                    For any y,                  is the principal 
solution. Further

( )





 <<

−=
−

−+
=







 +

−
=+

−
=

otherwise.,0

,10,
1
2

1
)(2          

22
1

1)()(
1

1)(

2
22

11

2
2

2
1

2212

y
y

y
xx

xx
y

xfxf
y

yf XXY

π
π

π

ππ

(5-37)

)( yfY

y

Fig. 5.7

π
2

1

XY tan= ( ). 2/ ,2/    ππ−UX
).( yfY

( ) , 2/  ,2/ ππ− ( ).  , ∞+∞−

XY tan=
. 2/2/ ππ <<− x yx 1

1 tan−=

222 1tan1sec
       
tan yxx

dx
xd

dx
dy

+=+===
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so that using (5-30)

which represents a Cauchy density function with parameter 
equal to unity (Fig. 5.9). 

,     ,
1

/1    )(
|/|

1)( 21
1

+∞<<∞−
+

==
=

y
y

xf
dxdy

yf X
xx

Y
π (5-38)

)(xf X

x
2/π− 2/π

(a)

(b)

2/π−
2/π

x
y

1x

Fig. 5.8

xy tan=

Fig. 5.9

21
1)(
y

yfY +
=

y
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Functions of a discrete-type r.v

Suppose X is a discrete-type r.v with

and                  Clearly Y is also of discrete-type, and     
when                            and for those           

Example 5.8: Suppose     ∼ so that

Define                  Find the p.m.f of Y.                                
Solution: X takes the values                            so that Y only 
takes the value                                   and 

 ,,,,   ,)( 21 iii xxxxpxXP === (5-39)

).(XgY =
),(   , iii xgyxx == iy

 ,,,,   ,)()( 21 iiii yyyypxXPyYP ===== (5-40)

),(    λPX

,2,1,0    ,
!

)( === − k
k

ekXP
kλλ (5-41)

.12 += XY
 ,,,2,1,0 k

21, 2,5, , 1,k + 
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)()1( 2 kXPkYP ==+=

so that for 12 += kj

( )
1

2( ) 1 ,    1, 2,5, , 1, .
( 1)!

j

P Y j P X j e j k
j

λ λ −
−= = = − = = +

−
  (5-42)
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Example 5.3: Let








−≤+
≤<−

>−
==

.,
,,0

,,
)(

cXcX
cXc

cXcX
XgY
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In this case

For             we have            and                             so that 

Similarly             if              and                             so that

Thus

).()())(()0( cFcFcXcPYP XX −−=≤<−== ξ (5-18)

,0>y ,cx >
( )
( ) .0    ),()(          

))(()()(
>+=+≤=

≤−=≤=
ycyFcyXP

ycXPyYPyF

X

Y

ξ
ξξ

(5-19)
,0<y ,cx −<

( )
( ) .0    ),()(          

))(()()(
<−=−≤=

≤+=≤=
ycyFcyXP

ycXPyYPyF

X

Y

ξ
ξξ

(5-20)

( ), 0,
( ) [ ( ) ( )] ( ),

( ), 0.

X

Y X X

X

f y c y
f y F c F c y

f y c y
δ

+ >
= − −
 − <

(5-21)

)(Xg

X
c−

c

(a) (b)
x

)(xFX

(c)

( )YF y

y

Fig. 5.2

cXY −= )()( ξξ

cXY += )()( ξξ
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Example 5.4: Half-wave rectifier

In this case

and for            since               

Thus





≤
>

==
.0,0
,0,

)(    );(
x
xx

xgXgY (5-22) Y

X

Fig. 5.3
).0()0)(()0( XFXPYP =≤== ξ (5-23)

,0>y ,XY =

( ) ( ) ).()()()( yFyXPyYPyF XY =≤=≤= ξξ (5-24)

( ), 0,
( ) (0) ( ) 0,   ( ) ( ) (0) ( ).

0, 0,

X

Y X X X

f y y
f y F y y f y U y F y

y
δ δ

>
= = = +
 <

(5-25)
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